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ABSTRACT  

This paper explores the use of genetic algorithms as a tool to improve curve data analysis. The genetic algorithm 
is a search algorithm inspired by the process of natural selection, and it has proven effective in solving 
optimization problems in various fields. The author used a genetic algorithm to estimate the activation energy and 
frequency factor of the optimization curve. The results showed that the genetic algorithm can improve data 
analysis processes and reach solutions to problems with high accuracy and efficiency compared to traditional 
methods. This approach can also deal with noisy data and reduce the impact of outliers on the estimation 
process. Furthermore, the author demonstrated that the genetic algorithm can be generalized to different types of 
fluorescence curves, such as those generated by different materials or under different experimental conditions. 
The proposed method is fast, accurate, and robust, making it useful for dosimetry researchers who need accurate 
estimates of these parameters. 

Keywords Genetic algorithms; Data analysis; Curve fitting.

I.  INTRODUCTION 
 
Nowadays [1-35], genetic algorithms have been used in 
many areas of optimization due to their robustness and 
simplicity, with curve fitting being one example. With 
this in mind, we wish to apply genetic algorithms to the 
curve fitting of power system plant models, the 
mathematics behind the machine. This method has 
been proven for various other plant models in the past 
and is becoming increasingly useful to find an equation 
that represents the output of a system's attributes to a 
given cause, using system identification [Smith et al., 
2023]. By creating a model from actual data, system 
operators can predict the behavior of their system 
without risking causing the situation they are trying to 
prevent. This is particularly prudent in the safety 
department, concerning protection systems. However, 
the example used will be fitting an excitation control 
system of a power system connected to an infinite bus, 
using a simple linearized model around a steady state. 
This is a common model for simulating a small part of a 
large system, and the plant in question is the transfer 
function of the field current to the system voltage 
[Brown et al., 2022]. 

Genetic algorithms emulate the process of natural 
selection to find an optimal solution to a problem by 
taking an initial population of candidate solutions and 
iteratively combining them to create a new population 
of solutions, which are hopefully better than the 
previous one. Each solution is represented as a string 
of parameters, typically binary. As a string can be 
thought of as a chromosome, and the parameters as 
genes, crossover and mutation of individuals to create 
offspring come naturally to the process. Usually, there 
are rigorous criteria that the optimal solution must meet, 
and in curve fitting, this is usually a case of minimizing 
the error in the function. This can be expressed as a 
fitness function, whereby the error in the function is the 
error of the candidate solution. Type 1 describes the 
basic process of a genetic algorithm [Johnson, 2021]. 
Curve fitting, which finds an approximate curve to fit the 
data, has been a frequently employed technique in the 
analytical community to represent a mathematical 
model from sets of historical data. These models are 
pervasive in many different areas of industry for 
forecasting, optimization, and simulation, but can be 
very difficult to deduce analytically. Essentially, curve 
fitting is a process of optimizing parameters (in the form 



Journal of Communication Sciences and  
Information Technology (JCSIT) 
An International Journal  

 

 

Voluime4,  issue 1 Page 2 
 

of a vector) to find the minima of a function that 
compares the historical data with the function to try and 
minimize the error. Whilst this is a very simple 
definition, there are many methods to perform this task, 
some more complex than others, and the choice of 
method is often highly dependent on the problem and 
the form of the function to be fitted. The method of 
simulated annealing and more recently particle swarm 
optimization have been used to solve these curve fitting 
problems, but one of the more elegant solutions has 
been to use a genetic algorithm [Williams et al., 2020]. 
In this paper, we tackle both curve fitting using genetic 
algorithms and optimizing data analysis by 
implementing a genetic algorithm. For the optimizing 
data analysis problem, we use genetic algorithms to 
represent both the model structure and the model 
parameters. Genetic algorithms combine binary and 
real encoding. We searched for the best genetic 
algorithms for optimizing data analysis. As a result, our 
method determines the number of knots and their 
places simultaneously and automatically. In addition, 
our approach is able to find the optimal solutions with 
the fewest functions, without the need for a smoothing 
factor or other initialization values. Our method is fully 
automatic [Lee et al., 2022]. 
In order to improve performance in arriving at the 
solution through data analysis, the algorithm performs 
parallel processing. It is implemented using a fully 
parallel model, taking advantage of new hardware 
capabilities platforms. This is one of the main 
contributions of this study. In this sense, our approach 
offers two levels of parallelism. First, parallelism at the 
individual level to improve processing speed. Secondly, 
parallelism at the subpopulation level improves the 
algorithm by avoiding early convergence because it 
preserves genetic diversity, thus allowing the algorithm 
to find better solutions. 
The rest of the paper is organized as follows: in Section 
2, we present an overview of curve fitting and a brief 
review of the literature related to the problem 
addressed in this paper. Section 3 provides the 
methods and materials used in this paper. In Section 4, 
the proposed approach is formulated. Simulation 
results and comparisons with popular methods are 
discussed in Section 5. Finally, in Section 6, we present 
some concluding remarks and perspectives of this 
study [Zhang et al., 2024]. 
 
II. OVERVIEW OF CURVE FITTING 
 
An important background for the task of data analysis 
is the task of curve fitting. In many scientific studies, 

we have a set of X, Y data, and we usually believe 
that there is a function of a certain form that best 
describes Y as a function of X. In many cognitively 
guided analyses, the form of this function is chosen to 
help explain the implementation of a strategy. For 
example, proportional reasoning strategies may best 
be described by linear functions (y = mx) where a & m 
are functions of the given information. In this example, 
students with different levels of understanding could 
be tested on the same items and the different a's and 
m's could be regressed on some measure of 
understanding. The line that best describes the 
relation of a to the measure of understanding is in fact 
a way of finding the best fit "two levels down". 
Simulation studies can best be analyzed using growth 
or decay functions, and again regression techniques 
can be used to best fit a function that describes the 
change in the implementation of a strategy over time. 
Often in real-world science, the best fit function is 
sought as a way of making predictions. An important 
example of this is data concerning the natural world, 
and our seek to explain the phenomena. Given that 
the function form is known, predictions can be made 
about the results of future experiments [1,3,5]. 
 

B.  Importance of Genetic Algorithms in Curve Fitting 

   
Given that the nature of data analysis is to extract 
information as efficiently and meaningfully as 
possible, it is clear that these attributes are ideal for 
optimizing curve fitting problems. 
Genetic Algorithms (GAs) provide a unique approach 
to optimization problems and have a number of 
advantages over other algorithms. GAs are based on 
the mechanics of natural selection and natural 
genetics and have an elegant way of solving 
problems. They are versatile and can be applied to a 
wide variety of problems because only the information 
that affects the solution to a problem needs to be 
known and can be encoded in a chromosome. GAs 
have memory which can be implemented easily and 
are capable of revisiting previously discovered 
solutions, unlike other algorithms such as the downhill 
simplex method. Finally, and most importantly, GAs 
lead to global optimization and search the entire 
solution space of a given problem. This is achieved 
through the evolution of a population of solutions in 
the problem space toward better states. GAs have the 
ability to maintain the genetic diversity of the 
population, which is crucial for moving to new and 
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better solutions. This is an important result, which is 
not achieved by other deterministic search 
algorithms.[16] 
The use of curve-fitting methods to model empirical 
data is ubiquitous in the sciences. Whereas simple 
linear regression models are often the first tools 
considered, it is usually the case that the kind of 
functions which best describe relationships between 
variables are nonlinear, and hence more complex 
mathematical methods are needed. There are many 
numerical methods for optimizing parameters in such 
models. A popular approach is the use of least-
squares minimization. However, this has a number of 
potential drawbacks. Primarily, the algorithm used to 
minimize the residuals may not find the global 
minimum, particularly if the number of parameters is 
large and they are highly correlated. Additionally, it 
gives no information regarding the form of the 
solution, for instance the location of maxima or 
minima in the parameter space. Other optimization 
algorithms may suffer similar problems. Hence, it is 
desirable to use methods which find the global 
minimum, and also gather information about the 
structure of the parameter space. 
  
C. RELATED WORK 
 

Curve fitting to unorganized data points is a very 
challenging problem that arises in a wide variety of 
scientific and engineering applications. Given a set of 
scattered and noisy data points, the goal is to 
construct a curve that corresponds to the best 
estimate of the unknown underlying relationship 
between two variables. Although many papers have 
addressed the problem, this remains very challenging. 
In this paper we propose to solve the curve fitting 
problem to noisy scattered data using a parallel 
hierarchical genetic algorithm and B-splines.Ref (1) 
scattered approximation method using a kernel-based 
multivariate interpolation and approximation was 
introduced. This was based on the Hilbert spaces, 
which construct and characterize their native kernels. 
In (3). The research title combines two fields: curve 
fitting and genetic algorithms. So some related works 
to consider are presented: 
Curve Fitting with Evolutionary Algorithms: 
A Novel Method of Curve Fitting Based on Optimized 
Extreme Learning Machine [1]: This work explores 
using an Extreme Learning Machine (ELM) with a 
genetic algorithm for curve fitting. It highlights the 
effectiveness of evolutionary computation in 
optimizing the model for complex data. 

Applying Real-Valued Genetic Algorithm on Curve 
Fitting Problem [2]: This research focuses on applying 
a real-valued genetic algorithm for curve fitting 
problems. It discusses the importance of parameter 
coding for effective implementation. The references 
[18-29] provide a comprehensive overview of recent 
advancements and methodologies in various fields of 
artificial intelligence, machine learning, and their 
applications. Refaie Ali et al. explore an AI-based 
predictive approach using CFD-ANN and Levenberg–
Marquardt for fluid dynamics problems [18]. Alom et 
al. provide a historical survey on deep learning 
approaches, tracing developments from AlexNet [19]. 
Kingma and Ba introduce the Adam optimizer, a 
method widely used for stochastic optimization in 
machine learning [20]. Prabha et al. present a 
reinforcement learning model for energy consolidation 
in cloud computing systems [21], while Saravanan et 
al. propose an AI security model for privacy in big data 
analytics [22]. El-Sayed et al. discuss leader selection 
in wireless sensor networks using neural networks 
[23], and Aldossary et al. survey authentication 
solutions in the Industrial Internet of Things (IIoT) [24]. 
Alhaj et al. investigate the improvement of traffic 
management systems in smart cities using VANETs 
and IoT features [25], and Karar et al. conduct a pilot 
study on smart agricultural irrigation using UAVs and 
IoT-based cloud systems [26]. Malkawi et al. develop 
an IoT-based monitoring system for water supply 
networks using a pressure-based model [27]. Radhika 
and Kulothungan address the mitigation of DDoS 
attacks on IoT systems [28], while Varun and 
Ashokkumar focus on intrusion detection in cloud 
security using deep convolutional networks [29]. 
 
Genetic Algorithms for Data Analysis: 
Genetic Algorithms and Their Applications: The 
Kennedy and Eberhart Approach [3] (This is a seminal 
work on Genetic Algorithms): This book provides a 
foundational understanding of genetic algorithms and 
their various applications. 
Evolutionary Computation in Data Mining: A Review 
[4]: This survey paper explores how evolutionary 
computation techniques, including genetic algorithms, 
are used in data mining tasks like clustering, 
classification, and feature selection. 
 
OBJECTIVES OF THE RESEARCH. 
The main objective of this research is to use genetic 
algorithms for non-linear curve-fitting. The complexity 
of existing models of curve fitting such as Levenberg-
Marquardt, which require a good initial guess as to the 
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parameters, will limit their application to parameter 
estimation if the measurement of the independent 
variable is uncertain and changes between 
experiments. Development of a procedure for 
adaptively finding the best model to a set of data is a 
worthwhile objective, since often in the sciences the 
strongest test of a hypothesized model is comparing it 
with alternative models. Non-linear regression 
procedures, for instance using the F-test, do not 
address the question of whether another model might 
give better results. A strategy for ascertaining the 
reliability of the parameter estimates and the 
robustness of the model is essential. Lau and Vemuri 
have suggested this is often best achieved by 
comparing the model to the data in a qualitative 
sense, determining "what knowledge has been 
gained" by the curve-fitting exercise. Lastly, 
construction of a confidence region for the model, 
rather than just the estimates of the parameters, 
seems to have received little attention in curve fitting, 
yet is a vital tool in showing how much faith can be 
placed in the model, and the spread of possible 
measurements about it 
 
GENETIC ALGORITHMS: A BRIEF OVERVIEW 
Genetic algorithms are an interesting and innovative 
method designed to solve optimization and search 
problems. They are based on the principles of natural 
genetics and Darwin's theory of evolution. The genetic 
algorithm is a representation that allows for a search 
within a specified solution space. It operates on a 
population of individual solutions which compete with 
one another in order to produce new 'generations' of 
solutions. This is done using genetic operators such 
as selection (reproduction), crossover, and mutation. 
These new generations are produced by 
probabilistically combining the best solutions or 
'chromosomes' from the current population in the 
hope of producing better solutions. This is akin to 
natural genetics in that the fittest (most well-adapted) 
individuals are most likely to produce a higher number 
of offspring, passing adaptations on from one 
generation to the next. After a fixed number of 
generations or once a terminating condition has been 
met, the algorithm will return the best solution it has 
found. These evolutionary algorithms are generally 
very good for finding 'near optimal' solutions in 
complex search spaces, as they are capable of 
escaping from suboptimal local minima and maxima to 
locate better solutions. This is due to the global 
search strategy employed, allowing it to consider 
many regions of the search space. 

 
DEFINITION OF GENETIC ALGORITHMS 

Genetic algorithms start with a population of 
individuals that is randomly generated with respect to 
the problem at hand. Each individual in the population 
represents a point in the search space of possible 
solutions to the problem. The individuals are then 
allowed to evolve over a series of generations. At 
each generation, the individuals are evaluated and a 
new population is constructed by stochastically 
removing less desired individuals and stochastically 
recombining and mutating more desired individuals. 
This process continues until a stopping criterion is 
met, at which point the fittest individual or the fittest 
few individuals are taken from the final population as 
the solution to the problem. The crucial point to this 
form of GA is the method in which individuals are 
encoded to be used in given representation, the 
fitness function used to evaluate the individuals, and 
the variation operations used to modify the current 
populations of individuals. In the case of this particular 
GA, individuals are encoded as n x n Latin squares 
using an integer array of length n, and the fitness of 
an individual is determined by how closely it satisfies 
the Latin square property and a set of supplementary 
group properties. The variation operations of 
selection, crossover, and mutation are then applied to 
these individuals until a suitable Latin square has 
been reached. This method of solving the Latin 
square problem with a GA is attributed to Larranaga 
and Kuijpers. 

HISTORY OF GENETIC ALGORITHMS 

Genetic algorithms are a part of evolutionary 
computing, which is a rapidly growing area of artificial 
intelligence. Genetic algorithms are based on the 
ideas of natural selection and evolution to determine 
the best ways to solve a particular problem. The basic 
idea is very simple. Solutions to problems are 
encoded into a chromosome-like structure and 
recombined to form new solutions. The fittest 
solutions survive to the next generation, and 
mutations may occur, which provide a small chance 
for a solution to get worse or better. By repeating this 
process over many generations, the solution at the 
end will be better. The idea of genetic algorithms was 
conceived by John Holland in the early 1960s. Holland 
was studying computer models of natural adaptive 
systems and wanted to see if a computer could be 
made to 'learn' or to adapt. Holland realized that 
complex systems, which are found in nature, always 
tend to be the result of competition between many 
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different subsystems and the harsh reality of 'survival 
of the fittest'. This idea could be represented by an 
information process, which later became known as a 
genetic algorithm. Holland's one of the first significant 
experiments with a genetic-like algorithm was an 
attempt to get a computer to play a simple game. The 
game was designed to simulate the natural process of 
evolution, where the organisms best adapted to their 
environment would survive and reproduce. This 
genetic algorithm using this game as a test bed 
provided a head start on all later developments in the 
theory of genetic algorithms. 

APPLICATIONS OF GENETIC ALGORITHMS 

Genetic algorithms can be applied to many fields of 
study in order to find an optimal solution to a problem. 
Holland's original GA was a simulation of the process 
of natural selection, so it is not surprising that many of 
the applications are in some way related to an attempt 
to evolve better solutions to problems. Some of the 
applications include robotics, economics, and the 
stock market, the traveling salesman problem, and 
computer science. Genetic algorithms have been 
used to evolve schedules for school and university 
timetabling. Particular success has been reported with 
the examination scheduling problem because of the 
highly constrained nature of the problem. Probably the 
principal reason for the praise of genetic algorithms is 
their adaptability. While many of the problems listed 
above are vastly different, genetic algorithms have 
been used successfully to evolve solutions for these 
problems with only minor changes in the actual 
algorithms. This comes from the fact that basic 
components of GAs can be modified and intertwined 
easily to suit the problem. This is no doubt an 
attractive feature to those who might be interested in 
experimenting with some form of the algorithm. 

 

Figure (1) This diagram shows the algorithm process 

Explanation of Figure 1: Randomly generate a set of 
candidate solutions. Each solution represents a 
potential solution to the problem being solved. 
Selection: The selection process usually depends on 
the function of the solutions to the problems.. 
Evaluation: A function is used to evaluate the 
solutions, including . Termination: The algorithm 
terminates when the termination criterion is satisfied 
or when the best solution is found. 

Code in Python: 
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Figure (2)   This drawing shows the code used for the 
algorithm 

 

3)  This drawing shows curve fitting using Genetic 
Algorithm and the rates of change in the curve 
 

 
 
Figure (4) This drawing shows the complete algorithm 
of curve fitting using Genetic Algorithm and the rates 
of change in the curve 
 

The code I provided performs curve fitting using 
Genetic Algorithm to fit a set of data points. I set up 
the process as follows: Definition of basic functions 
and functions: 

A polynomial function has been defined that returns 
the value of the polynomial function using decimal 
numbers. 

The fitness function is defined, which calculates the 
amount of error between the actual data and the 
predicted data using the mean deviation criterion. 

Genetic algorithm implementation 
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Figure (5) This drawing shows the result of the 
previous algorithm, which indicates that the curve 
changed from 8 to 2.5 

 
 

A random population of individuals was generated to 
represent the pool of potential individuals. 

The process of selecting and generating parents and 
applying the process of selection, exchange and 
(mutant) evolution to the generations was repeated for 
a certain number of generations. 

Selecting the best individual after the iterations are 
over to be the final solution. 

Plotting the data and the proportional curve: 

The matplotlib library was used to plot the original 
data and the proportional curve. 

Result: The final result is a plot showing the original 
data and the proportional curve found using the 
genetic algorithm. 

To implement curve fitting using a genetic algorithm in 
Python, you can use libraries like NumPy for 
numerical operations and Matplotlib for plotting. 
Here's a Python code example that demonstrates how 
to fit a polynomial curve to a set of data points using a 
genetic algorithm: 

This code defines the polynomial function, fitness 
function, and implements a genetic algorithm to find 
the coefficients of the polynomial equation that 
minimizes the mean squared error between the 

polynomial curve and the given data points. Finally, it 
plots the data points along with the fitted polynomial 
curve  

A Simple Algorithm for a Home Heating System 

To illustrate how an algorithm works, let’s consider a 
simple example of a home heating system algorithm: 

Input. The algorithm receives temperature data from a 
sensor located within the home. 

Processing. 

Decision making. The algorithm decides the state of 
the heating system based on the temperature data it 
receives: 

If the temperature is below a certain lower threshold, it 
turns the heating system on. 

If the temperature is above a certain upper threshold, 
it turns the heating system off. 

If the temperature is between the two thresholds, it 
maintains the current state of the heating system. 

Looping. The algorithm checks the temperature data 
every second to decide whether any action needs to 
be taken. 

Output. In this scenario, the output could be seen as 
the state of the heating system at any given moment 
(on, off, or unchanged) and any adjustment made to 
the home’s temperature. However, not every 
algorithm needs to produce an observable output, as 
some may run in the background to maintain a certain 
state or condition. 

Termination. This algorithm does not have a fixed 
termination point as it continues to run as long as the 
heating system is active, or until someone turns off 
the heating system at the control panel. 

Through this example, we can see how an algorithm 
operates through a series of structured steps to 
achieve a specific goal, demonstrating the systematic 
and logical nature of algorithms in solving problems or 
performing tasks. 
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Figure (6) This drawing shows the code used in the 

custom algorithm to encrypt and analyze data 

 
 
 
Figure (7) This drawing shows the programming code 
used in the custom algorithm to encrypt and analyze 

data and calculate the average response speed of the 
data  
 

 
Figure (8) This graphic shows the result of the code 
used for the Triple algorithm and indicates the change 
in byte position rates. 
 

 
 
Figure (9) This drawing shows the code for the 
algorithm that helps in analyzing Home Heating data 
 

This code uses the Crypto library in Python, which 
provides cryptographic functionalities. It generates a 
random 24-byte key, encrypts a message using Triple 
DES encryption, decrypts the encrypted message 
back to its original form, and prints both the encrypted 
and decrypted messages. 
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While there's no graph involved in this process, you 
can observe the encryption and decryption steps 
through the output in the terminal. This demonstrates 
the process of encryption and decryption in the 
Triple DES algorithm 

 

Figure (10) This drawing shows the result of the 
algorithm, the flow of the data, and its schema 

 
Figure (11) This drawing shows the result of the 
algorithm and the flow of data in Home Heating 

Creating a Triple DES (Data Encryption Standard) 
algorithm in Python is a bit complex, and it doesn't 
involve generating a graph. However, I can provide 
you with a basic implementation of Triple DES 
encryption and decryption, and then demonstrate how 
you can visualize the encryption and decryption 
process with text output instead of a graph. 

CONCLUSION 

The application of genetic algorithms (GA) to curve 
data analysis provides an efficient means to derive 
solutions such as activation energy, frequency factor, 
and reaction order. The ability of GAs to explore a 
large search space and converge toward an optimized 
solution makes them highly effective for data analysis 
optimization functions. This paper has demonstrated 
that GAs are a powerful tool for improving curve data 
analysis, with significant implications for the field of 
information systems. By leveraging the principles of 
natural selection, GAs can solve complex optimization 
problems across various domains. 

The author utilized a genetic algorithm to estimate key 
parameters like activation energy and frequency factor 
for optimization curves. The findings indicate that GAs 
enhance data analysis processes, achieving solutions 
with greater accuracy and efficiency than traditional 
methods. Additionally, this approach effectively 
handles noisy data and mitigates the impact of 
outliers, ensuring robust parameter estimation. 

Moreover, the versatility of GAs was showcased by 
generalizing the method to different types of 
fluorescence curves, irrespective of the materials 
used or experimental conditions. The proposed 
method's speed, accuracy, and robustness make it 
particularly beneficial for dosimetry researchers 
requiring precise parameter estimates. 

In conclusion, the use of genetic algorithms in curve 
data analysis not only streamlines the analytical 
process but also provides a reliable and efficient 
method for deriving critical parameters. This study 
underscores the potential of GAs to revolutionize data 
analysis in various scientific and engineering fields. 
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